ean Dobbs is a senior at Carnegie Mellon University, majoring in
hysics and Computer Science. In addition to his appointment at

Jefferson Lab, he works in the Carnegie Mellon Medium Energy
Physics group, writing simulation programs to assist with data
analysis for an experiment investigating the hypernuclear resonances
of helium. Previous to this, he worked forMitretek Systems, Inc., a
not-for-profit company, writing weather radar data analysis systems
for the National Weather Service. An experienced software developer,
he hopes to lend his expertise to other programs in nuclear or
particle physics in his graduate studies and beyond.

ens-Ole Hansen received an undergraduate degree in physics from

he University of Frankfurt, Germany, in 1989 and a Ph.D. in
nuclear physics from Massachusetts Institute of Technology in 1995.
Subsequently, he held a postdoctoral appointment at Argonne
National Laboratory, working primarily on the HERMES experiment
at DESY. He is currently a staff scientist at Jefferson Lab, where he is
a member of the Hall A group. His scientific interests include the spin
structure of the nucleon, nucleon electromagnetic form factors, and
few-body nuclear physics. He has also been active in the development
of scientific computing software.

COMPARISON OF TWO WIRE CHAMBER TRACK
RECONSTRUCTION ALGORITHMS USED IN HALL A AT
JEFFERSON LAB

SeaN DoBss anD J. O. HANSEN

ABSTRACT

The Hall A collaboration at Jefferson Lab is currently in the process of redesigning and
rewriting its physics analysis software in C++, using the ROOT libraries developed at
CERN, to replace the Fortran-based ESPACE analyzer. In this paper, we carry out a
detailed comparison of the wire chamber tracking results of both software packages. To
this end, reconstruction of target quantities from detected tracks through the Vertical
Drift Chambers (VDCs) in both spectrometer arms has been recently added to the C++
analyzer, to bring it to the same level as ESPACE. A study of the differences in the
outputs of both analysis programs shows that while the output of the C++ analyzer is
suitable for calibrations and studies that do not require high resolution, there are still
many subtle differences that need to be resolved before it is ready for a production-
quality release. The problems are most likely due to different cluster matching and
track fitting algorithms used by both programs for tracks through the VDCs, as well as
certain corrections missing from the C++ code. These problems and some possible

solutions are discussed.

INTRODUCTION

The Hall A[1] collaboration at Jefferson Laboratory [2] is
currently in the process of redesigning and rewriting its phys-
ics analysis software [3] in C++ using the ROOT libraries
developed at CERN [4]. This software is intended to replace
ESPACE [5], the current Fortran-based analysis software
used in Hall A. Major goals of the new software are increased
flexibility to support a variety of new detectors planned for
future hall upgrades with a minimum of extra development
and the ability to handle the larger data streams these de-
tectors would generate.

Most nuclear physics at Jefferson Lab is conducted at
the Continuous Electron Beam Accelerator Facility (CEBAF).
CEBAF is able to deliver a continuous beam of electrons
with energies ranging from 800 MeV to 6 GeV to three differ-
ent experimental halls simultaneously. Experiments in the

halls use this beam to perform detailed measurements of
nuclear interactions.

Hall Auses a pair of high resolution spectrometers (HRS)
with superconducting magnets to measure the charged par-
ticles scattered from the target at various angles [6]. In each
spectrometer, particle tracking information is obtained using
Vertical Drift Chambers (VDCs) [7]. A VDC consists of a
plane of sense wires sandwiched between conducting planes
that are kept at a high voltage. This creates a strong electric
field in the chamber which is constant and perpendicular to
the wire plane throughout most of the chamber, though near
the wires it becomes approximately radial. The chamber is
filled with a gas that is easily ionized as charged particles
pass through it. The electrons liberated from the gas when
ionized drift towards the wires along the electric field lines at
a nearly constant velocity. As these electrons drift into the
region of very strong electrical field near the wires, they ac-
quire enough energy to ionize other gas molecules, creating
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an avalanche effect that greatly increases the number of ion-
ized atoms generated by a particle track. The drift of the
electrons towards the sense wires and that of the ions in the
other direction induces a current in the sense wires, so the
avalanche effect creates a signal that is easily measured
with standard electronics [9, 10].

Each HRS arm contains two pairs of VDCs. The two VDCs
of each pair are labelled U and V. The separation between
like pairs of VDC planes is 332.7mm for the left arm and
334.8mm for the right arm. Each VDC contains 368 sense
wires, and the wire spacing and vertical extent of the cham-
bers give a cell width of 4.24mm and a cell height of 26mm
for each sense wire. The VDCs are filled with a gas mixture
of 62% argon to 38% ethane and are operated at a voltage of
4.0kV. The VDCs are oriented horizontally in the laboratory
frame, so that the central angle that tracks take through the
VDCs is 45°. This means that a particle on its way through a
VDC plane will travel through on average five cells. The sense
wires for the U and V planes lie orthogonal to each other and
45° to the main axes of the HRS [8, 13]. Several coordinate
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Figure 1: Right arm & spectrum.

systems are used in the reconstruction algorithm. The reader
interested in the exact definition of these systems is directed
to references [8, 12] for a detailed discussion.

The basic algorithm for particle tracking in a VDC is
straightforward. First, the so-called drift times are measured,
that is, the time elapsed between the initial ionization in the
sensing range of a wire and the creation of a signal in the
wire. The time measurement is done with a time-to-digital
converter (TDC) in “common-stop” mode, where the com-
mon stop signal is given by the delayed event trigger pro-
duced by the data acquisition unit, and the TDCs are started
with the amplified and discriminated signals from the sense
wires. Thus, higher TDC values correspond to shorter drift
times.

Next, in the VDC analysis, a series of consecutive wires
with induced signals, called a cluster, is identified. Each clus-
ter usually corresponds to a single track. The drift times for
each hitin a cluster are typically converted to drift distances,
and a linear fit is performed on these distances to determine
the local cross-over point in the plane and the local angle of
the track. However, the relation between drift time and per-
pendicular drift distance is not quite linear, in part because of
radial nature of the field lines near the sense wires, which
increases the proportion of events with short times, and also
from the fact that some tracks leave the VDC plane before
they leave the wire cell, which can produce excessively long
drift times [10]. These aberrations are corrected by the analy-
sis software.

The algorithms used by both ESPACE and the C++ ana-
lyzer to calculate quantities in the detector coordinate sys-
tem differ slightly. ESPACE uses pairs of calculated
cross-over points in the U and V planes to calculate the
directions of the path in a coordinate system defined by the
U and V planes. This system is rotated 45° around the z-
axis from the detector coordinates, so ESPACE must then
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perform a further transformation to get the detector coordi-
nates. The C++ analyzer, however, uses each related pair of
U and V plane clusters to form a local cross-over point and
direction using input from the cluster fitting procedure. These
local directions are then used to match up clusters from the
first VDC pair to similar clusters in the second VDC pair,
from which the global track is calculated in detector coordi-
nates. This algorithm was chosen because it was more natu-
ral to the object-oriented design used in the C++ analyzer.
Both programs then convert detector coordinates into
focal plane coordinates. Focal plane coordinates are defined
in a so-called “rotating” reference frame. This frame is de-
fined by a rotation of the detector coordinate system about
the y-axis such that the z-axis points along the local central
angle at a given point in the focal plane. The rotation angle is
roughly 45°, but varies due to the spectrometer’s dispersion.
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Focal plane coordinates present favorable numerical charac-
teristics for target reconstruction as 0 is always minimized.
A set of zeroth-order matrix elements, such as those de-
scribed in the following paragraphs, are used in the conver-
sion to help approximate the local central angle [12].

After the particle tracks at the VDCs are computed at
the focal plane, that information can be used to reconstruct
the corresponding quantities at the target. From the focal
plane, the transformation of the measured quantities through
the magnetic elements of the spectrometer can be calcu-
lated using a technique similar to the TRANSPORT formal-
ism [11].

For target reconstruction through the spectrometer,
there are five coordinates to consider: the displacement and
angular deviation in the dispersive direction, x and 0; the
displacement and angular deviation in the non-dispersive di-
rection, y and §; and the fractional momentum difference, 9,
which is defined as p/p, — 1, where p is the particle’s mo-
mentum and p, is the central momentum of the detector.
Since the VDCs only detect four quantities, x, y, 6, and 9§,
mathematically we can only reconstruct four quantities at
the target. We choose those with the most physical rel-
evance:y, 6, ¢, and 8. x,_ is normally defined by the vertical
beam position and can %e measured independently. Yig is
essentially the interaction position along the beam. 0, and
Stg are the in-plane and out-of-plane scattering angles re-
spectively.

The focal plane coordinates are linked to the target
coordinates by the Transport Tensor as follows: where CijkI
are the coefficients describing the various matrix elements.
In practice, the matrix elements are stored up to fifth order.
The matrix elements are numerically calculated through a
series of calibration experiments by fitting experimental
data, and are then stored for later use [12].

The target coordinates can now be used to deter-
mine the physics of the experiment. The goal of this paper is
to study differences between the results given by ESPACE
and the C++ analyzer at the detector coordinate level and
also at the very important target level. The next section will
discuss the data and analysis techniques used. The section
following that will present some of the more important differ-
ences between ESPACE and the new analyzer. The final
section will discuss these differences in more detail and their
implications. Areas of investigation and potential further im-
provements to the C++ analyzer will also be presented.

METHODS

The data used for this study is from an optics commis-
sioning run (run number 1146 [14]) for Hall A experiment E97-
111, taken on September 30, 2000. A sieve slit was installed
in the spectrometer, in conjunction with a target consisting
of nine thin 12C foils placed 4cm apart. This setup is typical
for collecting data to be used in optics calibrations. The in-
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Figure 2: Left arm & spectrum.

coming electron beam was at an energy of 825 MeV. The
right spectrometer arm was set to an angle of 16.009° with a
central momentum of 837.00 MeV. The left arm was set to
an angle of 15.965° with a central momentum also of 837.00
MeV.

As part of this project, the target reconstruction algo-
rithm as described in the previous section (egs. 1-4) was
implemented in the C++ analyzer. The first 200,000 physics
events were run through both analysis programs and their

il..__
EIM
A B o B
: RS
il
s 2 ik
= -1J3& A0 A= ] I:IIL1 I:III-I X : I:-I'E-]-
EI.I_
. _
e B
o }}*i*
: SER g
B #
" 153

T T T T T w:;-:.

Figure 3: A plot of 0,4 against O for the left arm for tracks using a cut
of 9.5mm < Y, < 15.5mm to pick out one foil. The top graph is
generated by the C++ analyzer, while the bottom graph is generated
with ESPACE.
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Figure 4: The elastic peak in the right arm ESPACE & spectrum with

kinematic corrections added. A gaussian curve has been fit to the

peak.
output was compared. The matrix elements used for both
programs are calibrated for analysis with ESPACE and have
been found to be stable for analysis with that program [12].

The main analysis was performed on a Plll 700Mhz Dell

PC, with 768 MB of RAM, running Red Hat Linux 7.2. ESPACE
version 2.9.2 was used along with a development version of
the ROOT/C++ analyzer based on version 0.65.

RESULTS

We only show selected results in this paper. Many ar-
eas were studied, including simple comparisons between
ESPACE and C++ analyzer values, correlations between
related values, such as X and Y, OF X, and 0, and event-by-
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Figure 5: The elastic peak in the right arm C++ analyzer 6 spectrum
with kinematic corrections added. A gaussian curve has been fit to
the peak.
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Figure 6: The difference in the cluster pivot wire and the crossing-
over point for a track in the U1 VDC plane in the left arm as
determined by ESPACE.

event cross-correlations and differences between ESPACE
and the C++ analyzer.

Tables 1 and 2 give the results of an analysis of the
difference in target values as calculated by ESPACE and the
C++ analyzer for both HRS arms. Table 3 gives the results of
a similar analysis for values at the focal plane. The differ-
ences were calculated on an event-by-event basis. The re-
sulting distributions are essentially gaussian, except for X,
and 6, on both arms, and 6, and & on the left arm, which all
have sizeable tails. Figures 1 and 2 give the & spectrum for
the right and left arm respectively. In all such graphs, the
ESPACE results are given by the light-colored lines.

The tall peak in the 6 spectrum is known as the elastic
peak, as it results from elastic scattering of electrons from

g
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Figure 7: The difference in the cluster pivot wire and the crossing-
over point for a track in the U1 VDC plane in the left as determined
by the C++ analyzer.
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Figure 8: A plot of the cluster pivot wire for the U1 VDC plane in the
left arm as determined by ESPACE against the pivot wire determined
by the new C++ analyzer.

the 12C nucleus. It is theoretically infitesimally small, but its
finite width is due to spectrometer resolution and radiative
effects. The & resolution was estimated by fitting a gaussian
curve to this peak, after corrections for kinematical broaden-
ing were applied. No radiative correction was made, so the
estimated resolution is worse than the actual value. The peak
was taken to range from a & value of 0.0156 to 0.00184.
Figures 3 and 4 show the result of these curve fits for the
right arm.

Figure 5 gives a comparison of a plot of élg against algfor
tracks using a cut of 9.5mm <y, < 15.5mm to pick out one
foil for both ESPACE and the C++ analyzer. The sieve slit
pattern is clearly visible in this graph, indicating that the tar-
get reconstruction is essentially working in the C++ ana-
lyzer and agrees substantially with the results from ESPACE.

Figures 6 and 7 give a plot of the difference between the
pivot wire position and calculated cross-over position for clus-
ters in the Ul VDC plane of the left arm. Figure 8 gives a
cross-correlation plot of the pivot wire number for clusters in

Mean Difference RMS Optics Comm. | Design Target
e — I B
Rightatm 0y | 09miad | Sdmd | 60l | 20mmd
Rightatm ey | —0smmad | Tammd | 20med | 06mud

Table 1. The differences in reconstructed target values between
ESPACE and the C++ analyzer were calculated for each arm and a
gaussian curve was fit to each difference. Given are the mean and
RMS values for each distribution. For comparison to the RMS, the
resolutions obtained at optics commissioning and the maximum
design values for the HRS are given (both FWHM).

Elastic Peak RMS Optics Comm. | Design Target
Left arm Sgspace -0.018589 0.000299
Left arm 8¢ -0.019009 0.000315
Right arm Sgspace -0.017079 0.000539 0.000230 0.000100
Right arm 8¢+ -0.017076 0.000475

Table 2. The location and RMS width of the elastic peak seen in ?C
scattering in the a spectrum in both arms for both ESPACE and the
C++ analyzer. The locations of the peaks are different in each arm
due to the different positioning of the arms. For comparison to the
RMS, the resolutions obtained at optics commissioning and the
maximum design values for the HRS are given (both FWHM).

the U1 left arm VDC plane between ESPACE and the C++
analyzer. The line is slightly inclined due to a trivial differ-
ence in numbering between Fortran and C++. For these plots,
only clusters belonging to tracks that produced one cluster
in all 4 VDC planes were chosen.

CONCLUSIONS

As can be seen from Tables 1 and 2, the deviations of
the results obtained using the C++ analyzer from those ob-
tained with ESPACE are almost all well within the error of
their distributions. Ideally, the distributions of these differ-
ences between the analyzers should be delta functions, show-
ing no difference. However, the C++ analyzer does not include
some of the corrections that ESPACE does, such as correc-
tions for time-of-flight between the VDCs and the trigger scin-
tillator, which should lead to purely statistical fluctuations,
yielding a gaussian peak. Indeed, for nearly every variable,
we find this to be the case. The resolutions of the target
values are on the same order as those calculated with
ESPACE during detector commissioning, so they seem to
be quite reasonable. This suggests that the C++ analyzer is
ready to be used for basic analysis that does not require
very high resolution.

However, there are still some lingering problems. Look-
ing at Table 1, we see that the left arm é_ has by far the
largest deviation and an unusually large distribution. The main
cause of this can be traced back to deviations in the related
values X, and éfp, givenin Table 3. &_does not have a very
large deviation, however, étg has a complicated dependence

Mean Mean
Difference RMS Difference RMS
Left arm X¢ -0.7 mm 0.7 mm Left arm xgp -0.7 mm 0.7 mm
Right arm X, 0.5 mm 0.8 mm Right arm Xgp 0.5 mm 0.3 mm
Left arm y; -0.3 mm 0.7 mm Left arm ygp -0.3 mm 0.7 mm
Right arm y; 0.6 mm 0.9 mm Right arm yp 0.9 mm 0.3 mm
Left arm 6, -1.5 mrad 1.9 mrad Left arm 6y, 0.8 mrad 3.1 mrad
Right arm 6; -0.3 mrad 1.2 mrad | Right arm 6y, -0.5 mrad 0.8 mrad
Left arm ¢ 0.02 mrad 2.1 mrad | Left arm @gp 0.04 mrad 2.1 mrad
Right arm ¢ -0.3 mrad 1.2 mrad [ Right arm @p 0.2 mrad 0.9 mrad

Table 3. The differences in reconstructed focal plan values
between ESPACE and the C++ analyzer were calculated for each
arm and a gaussian curve was fit to each difference. Given are the
mean and RMS values for each distribution. The t subscript signifies
values in the standard Transport coordinate system at the focal
plane, while the fp subscript signifies values at the focal plane in the
rotating coordinate system.
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on 6 _, which through the Transport Tensor can consist of a
numBer of high-order polynomials. Also, the deviations in X,
can cause inaccuracies in the reconstruction procedure, since
the polynomials used depend on powers of x, . Such depen-
dences could easily explain the unusual distribution for 6 in
the left arm and can lead to larger errors than would other-
wise be expected.

Another unusual effect can be seen by comparing Fig-
ures 1 and 3. The distributions for the right arm match up
well, whereas the peaks in the left arm are shifted to negative
energies by an amount that appears to depend on the value
of 3. As d also has a similar complicated dependence on 6,
and x, o the slight difference noted above could easily explain
the distorted peaks. The cause of these shifts in 0, and X
are currently not well understood, but a possible cause is
mentioned below.

Another problematic effect can be seen in Figure 3. The
holes in the sieve slit form a grid of straight lines, and this
should be readily apparent in the given plot. However, the
lines from the C++ analyzer in the top plot show slight diver-
sions with increasing 6, unlike the ESPACE results on the
bottom. This effect is likely related to the above-mentioned
errors in focal-plane quantities, but it is very minor, and over-
all this figure is a prime example of the C++ analyzer’s readi-
ness for use.

An interesting difference is seen when the elastic
peaks measured in the right arm with both programs are com-
pared. Both programs give a value for the center of the peak
that agrees within 3 keV (0.001%). However, The ESPACE
results, shown in Figure 4, give a broad, nearly gaussian
peak. The C++ analyzer, as shown in Figure 5, gives a nar-
rower peak, but one that has a distinct tail. This could be the
radiative tail of the elastic peak, or an inaccuracy in the C++
analyzer algorithm. Modeling of the expected radiative tail
would help clarify the source of this difference.

A potential low-level problem in the VDC tracking
algorithm of the C++ analyzer is suggested by looking at the
differences in the pivot wire position and the calculated cross-
over position for both ESPACE, shown in Figure 6, and the
C++ analyzer, shown in Figure 7. The cross-over point is
calculated by fitting the drift distances in the cluster to a line,
which is done after cluster identification. Since the density of
tracks in a wire cell is approximately constant, this spec-
trum of distance variation should be close to flat, as it is with
ESPACE. However, the C++ analyzer produces a highly struc-
tured spectrum. The reasons for this are not completely
known, but could come from incorrectly calculated drift times,
non-linearities in the drift spectrum, or errors in the fitting
code. The cross-over positions are used to calculate loca-
tions in the focal plane, so errors in their calculation could be
the cause of the deviations in x, . Also, since the angles of
the tracks are highly dependent on the cross-over positions
calculated in this way, these errors might be the cause of the
shiftin 6, that was discussed above.

Figure 8 points to two related problems in the cluster
identifying algorithm. Because this graph looks simply at the
pivot wires of clusters, it does not depend on such compli-

cated line-fitting functions as are used later in analysis, and
therefore the line should be very nearly straight. However,
while most clusters belong to only one track, if two tracks
get close enough to each other, their clusters overlap. This
explains some of the variation, as ESPACE handles this
case, but the C++ analyzer as yet does not. However, since
the average size of a cluster is only five wires, this explana-
tion only works for those wires within a certain range of the
pivot. There are some differences in this plot that are much
larger, which are most likely due to some misidentification of
the clusters.

Besides the above-mentioned problems that need
to be investigated, there are a few other improvements that
could be made to increase the accuracy of the C++ ana-
lyzer. The event trigger that stops the TDCs is derived from
scintillator signals. This introduces some slight inaccura-
cies, which ESPACE corrects for, but the C++ analyzer does
not. A correction can also be added for the timewalk of the
scintillator timing. Also, effective cluster reconstruction algo-
rithms, for tracks that do not create clusters in each plane,
can improve analysis efficiency.
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